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Abstract variants) is provided in [14]. The main problem with these

A major cost in executing queries in a distributed databasemodels is that they do not provide any information about the
system is the data transfer cost incurred in transferring relationgxpected number of times each state (represerMiiD or
(fragments) accessed by a query from different sites to the sitdypermedia document) is needed in a unit time interval. Without
where the query is initiated. The objective of a data allocation this information, the total response time in DeIDS cannot be
algorithm is to locate the fragments at different sites so as toeStimated.
minimize the total data transfer cost incurred in executing asetof  The contribution of this paper is the design and evaluation of
queries. This is equivalent to minimizing the average querya data allocation algorithm so as to optimize the response time for
execution time, which is of primary importance in a wide class of a set of end-users while adhering to the synchronization
distributed systems. The data allocation problem, however, isequirements of the MDOs presentation DHDSs We also
NP-complete, and thus requires fast heuristics to generat@ropose a graph notion to represent navigation in the hypermedia
efficient solutions. The problem becomes more complex in thesystems and we introdud®CPN modeling specification after
context of hypermedia documents (web pages), wherein thesé¢hat.

MDOs need to be synchronized during presentation to the end  Thig paper is organized as follows: In the next section, we

users. Since the basic problem of data allocation in distributedyagcribe the hypermedia navigation model. In Section 3 we
database systems is NP-complete, we need heuristics which cafeyelop a cost model for the data allocation problerDHDSs
generate near-optimal MDO allocations. In this paper, Wen gection 4 we describe the proposed algorithm. In Section 5, we

propose a navigational model to represent hypermedigiciyde the experimental results, and Section 6 summarizes the
documents and their access behavior from end users. We alSBaper.

formulate the problem by developing a base case cost model for. L .

response time and design an algorithm to find near-optimal2 Navigation Model for Hypermedia Documents

solutions for allocating MDOs of the hypermedia documents ~ We present a hypermedia system by a directed graph

while adhering to the synchronization requirements. We comparédG(H,E) whereH = {D 4, D, ..., D} is the set of vertices, each

the algorithm solution with exhaustive solution over a set of Dy representing a hypermedia document, and each directed edge

experiments. from D, to Dy, is a link denoting access of documey: from

1 Introduction documenD,, Therefore, a user can start browsing the documents
from (say) documenb,, and then proceed to access document

Multimedia  applications require, access, transfer and Dy, and so on. We have a label attached to each directed edge
synchronization of multimedia data objects (MDOs) (such as, fom D, to D, giving the probability of end users accessing

audio, video, and images) [1], [4]. The quality of services yocyment D, from documentD, These probabilities are

provided in presenting these MDOs to end-users has become fanerated by gathering statistics (about document access, and
issue of paramount importance. E_nd users have started eXpe.Ct'rIQ(owsing through logs of users browsing activity) about end-user
strict adherence to synchronization and response timéehayior over a period of time. Further, since a user may end
constraints. browsing after accessing any hypermedia document, the
In order to manage and present large number of hypermedigrobabilities of out-going edges from a vertex do not add up to
documents (web pages) and their MDOs distributed hypermedial.0, and the difference is the probability of ending the browsing
database systems are required. In fact, a set of web servers can ke documentD,,, and is shown by an edge connecting to the
treated as a distributed hypermedia database system (DHDS). Aground (see Figure 1). Anx n  matrix navigation_prob is used
the hypermedia documents may not be located at the end usets capture this information.
sites, they need to be transferred across the communication
network incurring delay (increasing response time) in presentingp
the MDOs of the hypermedia documents. Therefore, the
allocation of the hypermedia documents and their MDOs govern S
the response time for the end-users. Moreover, as the MDOs in a From the above navigational model, we can calculate the

hypermedia document need to be synchronized, the alIocatior(ﬁ}’lrC)b""b'"t'gS (13_fh_ac_ce§smgba hype_(rjmgdla ﬁlocumz?t from i
should also adhere to these synchronization constraints. ocumeni),. This Is done Dy considering all possible paths 1o
Dy from documentD,, and calculating the probability of

accessind,,; from documenD, for each path, and taking the
maximum of all these probabilities. Note that we assume each
document access and browsing from one document to another to

Example 1: Suppose we have four hypermedia documents
- D4, Figure 1 shows the navigation model and the
corresponding navigation_prob matrix.

A number of models for synchronization requirements (such
as, HyTime[5], [9], OCPN [8], AOCPN[10], TPN [11] and
XOCPN][15]) have been proposed. A survey ©CPNand its



MDOs of hypermedia documents. We can transverse a Transition
(called as firing) if all Places pointing to this Transition have a
token and are in an unlocked state. When the Transition fires, the
Places that the Transition is pointing to will become active (a
token is added to these Places) and locked. Places will become
unlocked when their durations have expired. BICPNmodels
can be mapped to a correspondigTimemodel [2]. In Figure
] B o ) 3, the following synchronization constraint is represented in
E;,%‘grem e%j:i a ggggﬁ%'r']t%’s' model of navigational links between  5cpN1: MDOA has to be shown exactly 40 units of time after
the start of browsing the hypermedia document, and in parallel
be independent events. Therefore, for a path withiges from  after 55 units of time MDOB must be shown. Th&©CPN
documenDj, to documenDyy, the probability of this path is the specifications of hypermedia documeilig to D4 are shown in
product oft probabilities for the edges. Since there can be Figure 3.
potentially infinitely long paths, we limit the length of the path by

(40,15,2280) OCP (0,30,2280)

limiting the value of the cumulative probability given by the path e @ Q

to be less than a parameter valbelf. Let R be then x n matrix,

with each element; giving the cumulative long run probability ~Ld1 he (0,30,2870)

of accessing documeBt, from documenb,, 9 e
Example 1 (Cont.): From the navigation model, we can (0,80,1220)

These are given in Figure 2. We set thel value to be 0.01.

©
Notice that we do not need to further expand a node if the e
document represented by that node is the same as that of the root.
(This happens in the first tree in Figure 2). Therefore, if we start Figure 3: TheOCPNspecification of each hypermedia document; the
navigating the hypermedia system from documBqtwe have tuple is [start time, duration, media size in kilobytes].
probability 0.2 that we browse documedbs. For documenDs, .
we have probability 0.7 if we follow the riight path froBy, bl.3]'[ 3 Cost Model of Data Allocation Scheme
probability 0.2x 0.6 = 0.12 if we follow the path Table 1 lists a number of notations used throughout this
D, - D, - Ds. In this case, we use the greater probability to paper.
represent the long run probability of browsibgfrom D, as 0.7. Table 1: Symbols and their meanings.

construct a tree for each document representing the possible
navigation path for each session starting from that document. ‘(0’40'2870)(40'30'122}

Similarly other cumulative probability values are calculated. Symbol | Meaning
Therefore, the matriR is 3 Theithsite
D1 D2 D3 D4 Di Thejth hypermedia document
Oy Thekth MDO
D1 1 0.2 0.7 0.0 m The number of sites in the network
n The number of hypermedia documents in the database system
D2 10.15 1 0.6 0. k The number oMDOs in the database system
D3 0 0 1 0 P The user navigation pattern matrix of site
D4 04 1 b i The probability of using documerjt  as initial browsing document if the
: i’ initial browsing document isin the previous navigation session at site
B The navigation initial document frequencies matrix
bii The frequency of using thjgh document as initial point at thié site
C The transmission speed matrix of the network
Cji+ The transmission speed from sit® sitei’

A The access frequencies matrix

a The access frequency of documgfiom sitei
| The allocation limit vector of the sites

l; The allocation limit of site

R The hypermedia document dependency matrix
T The probability of retrieving documerjt if browsing initial documen ig
. . . . . OCPN, TheOCPN ificati f d nt
Figure 2: Navigation path starting from each hypermedia document L © specfiication of documen
: u The use matrix
(bplis set as 0.01). .
Uiy The boolean value of whether documensesMDO k
durik The presentation duration DO kin documenf
We use theObject CompositionPetri Nets (OCPNSs) [8] for start 1:9 Pfese?tit: ;‘gg“g timeMDO kin document
. . . . . tl
modeling the synchronization constraints among the MDOs in a—— et -
. R e . bpl The browsing probability limit.
hypermedla documentOCPN S|mpl|f|es the Petri nets by ety The expected number of times docunjentil be retrieved
restricting the number of outgoing edges from each Transition to[ o The delay matrix
two and it enhances them by introducing duration and address 9 The delay of presentation starting time of docurensitel
t The total delay

(locating the MDO) for each Place. This enhancement make
OCPNsuitable for modeling synchronization constrains among  In order to reduce response time for the end-users browsing



activities, we need to develop a cost model for calculating theof initial document out ofT browsing sessions. The resultant
total response time observed. This response time depends on thieformation is represented by amx n matBix
location of the MDOs and the location of the end-user. Further, it \ye multiply this matrix to then x n - matriR obtained from

depends on the synchronization constraints among the MDOs ofj,¢ hypermedia document trees to generaterann MALtrix
the hypermedia document browsed. The hypermedia documenyith entriesa; giving the expected number of tings ~ needs to
navigational model presented in Section 2 is used to estimate thestrieve theMDOs in D, . Further, we need the starting time,
number of accesses (times browsed) to each MDO from each siteyration, size, and presentation rate of eadBO in each
This gives us information regarding affinity between the MDOS pypermedia document. This information can be obtained from

and the sites of the distributed environment. Typically, one the OCPN specification of MDOs in a hypermedia document.
would assign a MDO to a site which accesses it most. But this . - .

: . : . A box will be added at the beginning of eaGlCPNwhich
may incur large delay for other sites which need to access this

MDO. Further, synchronization constraints may impose Lem;snfggs.a tc?c?c c::é‘?; slcr: azta;(r)m;%hg;s tgr?hS:nstart,fr?roroff atthoen
additional delays in transferring the MDO to the end-user site. yp ' u y 22l

This is done when two streams of MDOs need to simultaneously[)?cq)w;?rgesr;ttz'amethc;usrﬁgggvgfe:g"; geol?i/ntlﬁ)é 'dso(rﬂ;t::t ‘z[aorethe

finish their presentation, and one of them is for shorter duration .
) . .. allocated. Thus, we usd;  to represent the duration of the delay
than the other. Since we are buffering the MDOs at the user S|te% .
ox when siteS  accesses documbBnt

before the start of the presentation, the MDO allocation problem
needs to minimize this additional delay that is incurred because ~ From theOCPNrepresentations, we have the starting time
of the synchronization constraints. We also take into starti and durationdur; of eacMDO Oy in each document
consideration limited buffer space constraint at end-users site and®; - In addition, then x | usage matrlt is generated from the
user interaction during MDO presentation_ OCPN SpeCiﬂcationS. If dOCUmerDj us&dDO O, then set
3.1 The Cost Eunction uj to 1, otherwise, sat;  to 0. Then, by multiplyiAdy U, we

) . o _can estimate the access frequencies of & from each site.
Suppose there arm sites in the distributed hypermedia Let size be the size dfIDO O, .

database system. L&  be the name of isikhere1<i<m . . L. .

Thesem sites are connected by a communication network. A With this mformatlon,_ we can calculat by,
communication link between two sited  a®l  will have a dy = maxy, -i(—2& _dur, —start,) EQ 3.1
positive integerc;. associated with it giving the transmission T Citgyn

speed from siteto sitei’ . Notice that these values are depended  wheresitg(K represents the site whé@ge is allocated.
on the routing scheme of the network. If fixed routing is used, we
can have the exact values. However, if dynamic routing is in
used, we can only obtain the expected values. Let there be

Kﬂyggrsm(;éd‘:ieg{o&lrgints, éfl}lle{iDl, D, ..., D.} accesslng presentation duration - pre;entatio_n starting time) for_ AADID
' e in the document. When this value is negative, implying that the
From the navigation model, we can construtttrees  transmission time is shorter than the presentation time, we can
representing the navigation path of the session starting from eachtart presenting the MDOs in the hypermedia document as soon
document. As in Section 2, we must limit the level we will use for 35 the MDOs arrive at the end-user site. When this value is
our cost model by a threshold valbel, say 0.001. These trees positive, we know that we must delay the presentation, otherwise
will give us some information about the probability;  of the MDOSs presentation will end before the synchronization time,

retrieving the documenf’  if we start navigating from ftie  and hence will not adhere to the synchronization constraints.
document.

We can calculate the values of dlj, L<si<m,1<j<n , by
using the above formula. This formula means that the delay is
equal to the maximum value of (transmission duration -

. ) . _ . Therefore, we have the cost function,
For each site, we use an irreducible continuous-timed t = 5 d; Oy EQ 3.2

Markov process [13] to model the user behavior in initial if's ifo

browsing document (i.e., the document first browsed) as a gy minimizing this value through the change of the function
stationary regular transition probability matrik’,1<i<m site( K , we obtain the data allocation scheme that is optimal (the

These processes will converge in the long run and from thesqgeay incurred) response time is minimal), while adhering to the
long run behaviors, we can estimate the probability of browsmgsynchronization constraints.

each document from each site as the initial browsing document, . .

These Markov chains will hava + 1 states representing the 3.2 User Interactions and Buffer Space Constraints
probabilities of using each of the documents as the inital ~The model presented above does not consider user
browsing document (n states), and probability of not browsing interactions and buffer space constraints. It assumes that the user
any of the documents(q+1)th state). After analyzing the long does not interrupt the presentation and the size of the local
run behavior of the Markov chain at each site, we will have the Storage facility is large enough for storing any one of the
probabiliies of using each document as initial browsing hypermedia documents in the hypermedia database system. We
document and of not browsing at each site. As there is no delaypnly need to be concerned about the probabilities of each user
when the user does not browse, we can eliminate the probab”itynteraction; therefore, we will not introduce these models here.
of not browsing. Normalize the remaining probabilities and BY including user interactions and buffer space constraints, there
multiply them by a constar¥, we have the expected frequencies can be four different cases for hypermedia document allocation



problem given below. Similarly, we can estimate the expected number of times
3.2.1 No user interaction and unlimited buffer space other MDOs composing this document are needed. Then, the

This is essentially the best scenario, because we can retrievSXpe_CteCI number of times this dOCF’me”t is needed is just the
all MDOs in a hypermedia document at the beginning since therd"@Ximum of these values. Denote this valuegs  for document
is no storage limitation. As there is no user interaction, the datali We have,
can be discarded immediately after use. The cost function for the et; = max mdo_ef), for Ok, ux=1 EQ 3.4
response time for each hypermedia document, as presented in
Section 3.1, is the maximum of the delays of the embedded ]
MDOs for satisfying the synchronization requirements. d, = Bna)(cs'z& —dur,k—start,k)BEbt,, for Ok, uy = 1.

site(R O

And the delaysd;  will become,

3.2.2 User interaction and unlimited buffer space
By including user interactions, some of tDOs in a Example 1 (Cont.): Assume that the hypermedia database

hypermedia document may need to be presented multiple time§ystem for storing thé/DOs is distributed in a network with 3

(e.g. play in reverse or stop and resume later). However, as ther8/tes.

is unlimited buffer space, the system can storeMiDOs of a

hypermedia document once they are retrieved. Therefore, the
delay for handling the user interactions is some local processing
time thatis irrelevant to the data allocation of MB0Os. The cost ‘y‘ 41
function is thus same as that in the Section 3.1. 35
3.2.3 No user interaction and limited buffer space
In this scenario, the system can not use the retrieving all the Figure 4: The transmission speed between
MDOs in advance strategy. Instead, the system must retrieve the the sites in Kilobytes per second.

MDOs only when it needs to present theB#¥Os. Therefore, _ o _
every synchronization point in the hypermedia document may In Figure 4, the transmission speed between the 3 sites are

cause some delay and the cost function in such situation is th@iven. These values can be represented asianm n@trix
summation of these delays. Indeed, the model presented iivithentryc;. representing the transmission speed f&m S.to
Section 3.1 can be generalized to deal with this scenario. Sl 2 S3

First, we need to decompose each document into component S1 |0 38 4
sub-documents. From th@CPN specifications, we have the 2 |33 0 35

states representing thd@DOs in each document. Denote this set
. . S3 |41 35 O

of states a§and for0s, s S , we can get the starting time and ) _

ending time of the state (i.e., presentation of the corresponding ~ Suppose after the analyses of the long run behavior of the

MDO) from the OCPNspecifications. Then, we can decompose Markov chain in each site, the expected starting document

the document by composing AIDOs starting at the same time  frequencies out of 900 browsing sessions, maiis

into a sub-document (so if there drdiDOs there will beh sub- D1 D2 D3 D4

documents in maximum). s1 [oo 200 300 2do

3.2.4 User interaction and limited buffer space S2 225 450 225 0O
If we know the expected number of times each sub-document s3 300 100 100 4do

will be presented in each hypermedia document, we can calculate

the expected response time of each document in each site. Itis 1 "€n the matrbA (B x R) is,

just the weighted sum of the delays of the sub-documents in the D1 D2 D3 D4
document. To calculate the expected number of times each s1 | 245 340 630 29
document is needed, we must know the probabilities of relevant 2 2025 495 6525 1485

user interactions (such as reverse playing, and fast forward). 3 | 515 200 530 448
Once we have these probabilities, we can calculate the expected

number of time each document is presented by employing the  In this example, there areNdDOs, namely A, B and C (E is
first step analysis method [13]. Note that these probabilities can delay state, so there is no associative ackiBlO). If we

be generating after observing user interaction over a period ofllocate A at Site 2, B at Site 3and C at site 1, thien  is equal to,

time. - d, = ma 2280_ 15_4(% %1_220_ 55— 0%% = 5.

For example, suppose the relevant probability ofDO k 38 41
in a documentis ip; . Assume that the expected number of time Similarly, we can calculate the values of all
thisMDO is needed isndo_ef . Then, we hdye dj,1<i<3,1<j<3 when we have theMDO allocation

scheme. And the total response time delay will be,
t = 11430+ 4573.25 29136 86291.25

Suppose we add user interactions and worst case buffer space
constraints to this hypermedia database system. After adding the

mdo_ejf = 1+ip; x mdo_ej,

mdo_ef = 1—ip;" EQ3.3

t. orme_E‘]k =1 +ipjk + ipjk2 +..=(1- iﬂk)'l'



probability of relevant user interruption to th®IDO, the operations are defined, namatyigrate (move MDOs from its

augmenteddCPNof D4 is shown in Figure 5. currently allocated site to another site) aadap (swap the
: locations of one set dfIDOs with the locations of another set of
OCPN : (40,15,2280) MDOs). These operations are iteratively applied until no more

reduction is observed in the total response time.

migrate( Q, S) : moveMDO O; to S . This operation can
be applied to eachMDO, and anMDO can be moved to any one
of them—1 sites at which it is not located. Therefore, there can
be a maximum ofk(m-1) migrate operations that can be
applied during each iteration.

swag Q, O,): swap the location oMDO O, with the
) _ location of MDO O,.. This operation can be applied to each
Thus, the expected number of timrOO Ais needed when  (jstinct pair ofMDOs. Therefore, there can be a maximum of

Figure 5: The augmented OCPN by including user-interaction.

documenD; is retrieved is, k(k—1)/2 swap operations that can be applied during each

mdo_ef, = 1+ 0.4x mdo_ef,, iteration. Although this operation is equivalent to twadgrate

1 operations, it is necessary as some of the sites may be already
mdo_efx = 75, = 1.667. saturated such that we canmigrate MDOto it any more.
Similarly, the expected number of imbtDO Bis neededis, © Experimental Results
mdo_et; = 1+ 0.5x mdo_ets, In this section, we present the experimental results for the
data allocation algorithm described in Section 4. Sincekfor

mdo_et; = %05 =2 MDOs andmsites there ar&™ allocation schemes for exhaustive

search algorithm, the problem sizes of the experiments we
Notice that when we neell again,A is also needed. Thus, conducted were limited. We conducted 25 experiments with

et, = max1.667 3 = 2. number of MDOs ranging from 4 to 8, and number of sites
Since we have worst case buffer space Constraints’ (e} th@nglng from 4to 8 EaCh experiment ConSiSted Of 100 a”ocation
delayd,; will become problems with the number of sites and the numbeMi3Os
280 1220 fixed. Each allocation problem had between 4 and 16 documents,
dy = %ﬂa ¥—15—4(% 01 —55—0%X 2=10. and each document used a subset of M2Os with its own
. . temporal constraints on them. The communication network, the
4 The Data Allocation Algorithm MDO sizes, the link costs, and the temporal constraints between

As mentioned above, the data allocation problem in its MDOs in each document were randomly generated from a
simple form is NP-complete [3] and the problem discussed hereuniform distribution. The data allocation algorithm described
is more complex than the simple case; there kdfe differentabove was tested for every case and statistics was collected.
allocation schemes for a system with sites andk MDOs, In Table 2, for each of the experiments conducted in a
implying that an exhaustive search would requidek™) in the column-wise fashion, we list the following: i) the number of sites,
worst case to find the optimal solution. Therefore, we needjj) the number 0ofMDOs, iii) the number of problems for which
heuristic algorithms to solve the problem. optimal solutions are generated, iv) the average deviation in

We have developed an algorithm based on the Hill-Climbing percentage of near optimal solutions from optimal solution when
technique to find a near optimal solution. The data allocationoptimal solution was not reached. The number of optimal
problem solution consists of the following two steps: solutions can reflect how good the algorithm is; whereas the
average deviation shows how bad the algorithm performs when it

1) Find an initial solution. . .
cannot generate optimal solution.

2) lteratively improve the initial data allocation by using the

hill climbing heuristic until no further reduction in total Table 2: Experimental results of the proposed algorithm.

response tim_e can be achie_\(ed. This i_s done by appl_ying No.of [ No. of [[No. of Opt. | Aver. %

some operations on the initial _allocatlon scheme. Sl_nc_e Sites | MDOs||sol. (H) Deviat. (H)

there are finite number of allocation schemes, the heuristic

algorithm will complete its execution. : : Zi 2534711&13

For step one, one possibility is to obtain the initial solution by 3 7 %2 03567
allocating theMDOs to the sites randomly. However, a better 5 A 83 115364
initial solution can be generated by allocating\MDO to the site 6 4 97 5.2258
which retrieves it most frequently (this information can be 6 8 82 11.6584
obtained from the matriXdA x U ). If that site is already saturated, 7 4 88 3.0582
we allocate theviDO to the next site that needs it the most. We ’ 8 v 3.9969
call this method th&1DO site affinity algorithm z ;‘ 32 :3322

In the second step, we apply some operations on the initial
solution to reduce the total response time. Two types of  From Table 2, we note that the proposed algorithm generated



optimal solutions for a large number of problems — 2122 caseq3]
out of a total of 2500 cases, corresponding to about 85% of the
test cases. Most of the non-optimal solutions are in the range of
0-5% deviation from the optimal solution while a few solutions [4]
are in the range of equal to or more than 20%. The average
percentage (only for non-optimal cases) is about 7.9384 across a[l5]
cases. These results indicate that the algorithm is able to generate
high quality solutions.

5.1 Comparison of Running Times [6]

Table 3 contains the average running times of the proposed
algorithm for each experiment. For comparison, the time taken to
generate the optimal solutions by using exhaustive search ar
also listed. The algorithm was implemented on a SPARC IPX
workstation and the time data was measured in milli-seconds. As
can be seen from the table, the times taken by the propose
algorithm are reasonable. From the experiment results present
in the previous section, we observe that there is a trade-off
between execution time and solution quality. [9]

]

Table 3: Average running times (msecs) of the algorithm.

No. of | No. of ||Exhaustivel Hill
Sites | MDOs||Search Climbing
Z Z 763 38.95

4 8 6457.69 1014.08
5 4 18.34 68.36
5 8 50224.66 2011.78
6 4 51.88 85.14
6 8 273494.96 2885.52
7 4 176.10 166.09
7 8 1587830.28 4721.17
8 4 333.23 169.28
8 8 5755754.63 |  12053.53
6 Summary

In this paper, we have develop a probabilistic navigational
model for modeling the user behavior while browsing
hypermedia documents. This model is used to calculate the
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each site. The synchronization constraints for presenting the
MDOs of hypermedia documents are modeled by using the
OCPN specification. A cost model is developed to calculate the
average response time observed by the end-users while browsing
a set of hypermedia documents for a given allocation of MDOs.
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